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Abstract

As Generative Al tools become increasingly capable of automat-
ing cognitively demanding tasks, it is critical to design tools that
augment—rather than replace—human thinking. To this end, we
propose that tools for thought should make explicit the roles and
levels of intervention in human-AI partnerships, especially in edu-
cational contexts. Through an exploratory study of 71 high school
students using an Al writing tutor with explicitly-labeled modes
of assistance, we investigate how structured interfaces influence
learners’ interactions with intelligent tutors. Our findings suggest
that interface design may affect different aspects of self-regulation
and student perceptions of Al assistance. We discuss implications
for designing educational Al systems that support metacognitive de-
velopment while preserving student agency. This work contributes
to understanding how to balance AI support with the development
of independent thinking skills in educational contexts.
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1 Introduction

Educational technology has often presented both challenges and
opportunities for teachers and students. From calculators that trans-
formed mathematics instruction to machine translation tools that
revolutionized language learning, each technological advance has
required thoughtful integration into educational practice [6]. Large
language models (LLMs) have become a new chapter in this arc that,
unlike previous technologies, can generate entire essays, revise text,
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and support writers of different skill levels [16]. These new capabil-
ities challenge teachers of writing, because they muddle notions of
authorship, risk diminishing student agency and self-reliance [5],
and complicate detection of ineffective collaborations or plagiarism
[6, 8, 10, 20].

As Danielle Allen reminds us, "life moves faster than science"
[1]. Teachers have had to make decisions about integrating LLMs
before science could provide guidance, so it is both urgent and im-
portant for the research community to develop appropriate design
patterns and effective practices for using LLMs and other Artificial
Intelligence (AI) tools in educational contexts.

Meanwhile, students must also learn to leverage Al assistance
while developing their own capabilities [12, 14]. However, current
Al interfaces often blur the boundaries between human and Al
roles, making it difficult for students to understand when and how
to appropriately rely on Al support [2]. Recent work in human-Al
collaboration suggests that role clarity and explicit intervention
levels are crucial for productive partnerships [24].

This paper explores an approach where a novel Al tool makes
explicit its role and mode of intervention, which allows students to
make informed choices about Al assistance. This tool, which was
co-designed with writing teachers for its specific learning context,
bridges recent work in human-AI collaboration [9] and educational
scaffolding [22] to ask this research question: How can structured
interfaces influence learners’ interactions with intelligent tutors in an
open-ended, analytical writing task?

2 Related Work

Recent work in human-AI collaboration has highlighted the im-
portance of clear role definitions in the design space[11]. In an
experiment allowing users to co-write argumentative essays with
LLMs, Padmakumar et al. [19] found that writing with language
models can reduce content diversity between different authors.
More concerning, in an experiment where participants wrote blog
posts with Al assistants pre-configured to two different opinions,
Jakesch et al. [13] found that users’ views and writing patterns
were significantly affected without their awareness. These experi-
ments surface some dangers of allowing LLMs to directly modify
or influence users’ writing.

The challenge of maintaining appropriate boundaries around au-
thorship becomes particularly acute in educational settings where
developing students’ voice and thinking skills are critical. In a sur-
vey at an American university, Barrett et al. [2] found significant
disagreement between students and teachers about appropriate
use of Al in writing tasks. This reflects an urgent need for clearer
frameworks around AI assistance. Structured writing support is
an active research area which includes tools like VISAR [25], a
prototyping system for the iterative development of argumentative
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writing. However, this is a tool focused on developing and revis-
ing a text rather than teaching the underlying cognitive skills of
argumentation.

In teaching and learning contexts, there is also a tension between
Al assistance and student autonomy. In an Al tutoring experiment
with nearly 1000 high school math students, Bastani et al. [4] found
that students with the Al tutor performed better during practice
than students without the Al tutor. However, when the Al tutor
was removed for an exam, those students performed no better than
the students who had no AI tutor at all. Students who had access to
a base (non-tutor) LLM actually performed worse on the exam than
the students with no Al tutor. Since the wrong kind of Al assistance
can have negative effects on learning, we must carefully ensure that
Al tutoring and assistance in learning contexts preserve student
agency [7] and strengthen, rather than diminish, critical thinking
skills [16].

In computing education, Kazemitabaar et al. [15] demonstrated
one approach that used carefully designed guardrails to prevent
over-reliance while maintaining helpful support. Reviewing Al writ-
ing assistance from the perspective of second-language acquisition,
Ingley et al. [12] suggested that writers using Al tools will learn
only when there is a small enough gap between their language
skills and Al-generated feedback and not when Al tools are simply
‘fixing’ their flawed writing. This suggests that writing assistants
should provide personalized feedback that supports the develop-
ment of individual student capabilities. Personalization can have
other benefits as well. Recent work by Yeh et al. [24] on Ghostwriter,
an Al-powered writing assistant that allows users to specify style
and context, showed that agency-supporting features can improve
engagement with Al writing tools.

While there has been a lot of research on Al writing assistants,
there is a natural divide between productivity-focused applications
where friction in the user experience is generally negative and
educational ones where friction is sometimes the heart of the matter
and where the deepest learning happens. The design of human-AI
interactions for writing is a uniquely difficult and complex space
that requires holistic consideration of dimensions like task, user,
and ecosystem [17, 18, 23].

Tools that focus on fostering agency and perceptions of person-
alization would be most successful with users who have developed
their own style and preferences, but students are often still devel-
oping their sense of self as writers when they are thrown into this
Al writing ecosystem. So, we ought to have different expectations
and supports for student users than for professionals.

These dimensions intersect richly in the secondary school writ-
ing classroom where students have already reached language profi-
ciency but are still developing their voice and the analytical skills
required for university-level and professional writing. In this re-
search, we work with teachers to design a task-specific, AI-powered
writing assistant that helps us investigate how we can support the
development of students’ self-regulation and metacognitive skills
when working with intelligent tutors.

Ayyappan et al.

3 Exploratory Study

To investigate how role clarity in a structured interface could affect
learning behaviors and and self-reliance, we conducted an IRB-
approved study with two teachers in an advanced English course at
an international school in Singapore. This course was chosen due
to its focus on rhetorical analysis skills, which are widely taught
and have a stable, well-established curriculum in this context. The
specific unit of teaching included the rhetorical analysis of speeches,
so students were already acquainted with the frameworks and con-
cepts for their analysis. With the goal of making this research more
likely to be transferable and impactful, we sought an additional
skill that would be more agnostic to content and may apply across a
wider range of ages and disciplines. Keeping the scope to collabora-
tive human-AlI relationships, the educators identified that students
sometimes rely on LLMs to "do the thinking work" for them, which
can be detrimental to their own learning. We brainstormed ways to
nudge students to be more self-reliant when performing cognitively
demanding tasks, and so we designed the following experience.

3.1 Interaction Design

After working with a teacher to iterate on the tutor, the final flow
of the interaction was as follows:

e Student experience (Figure 1): Students selected from
several texts, chosen by their teachers. They started with
identifying the Speaker, but they could move freely between
that and the other elements of the mnemonic for rhetori-
cal situation: SOAPSTONE (Occasion, Audience, Purpose,
Subject, and Tone). At any time, students could interact with
the AI Tutor, and at each interaction, the LLM gave rubric-
aligned feedback on the student’s current identification and
illuminated the letter with a coded circle (red, yellow, or
green). After 5 non-reds, the interfaces changed to allow
longer-form analysis instead of just identification, but the
conversational interaction with the AI tutor remained the
same.

e Backend: Student interactions were handled through an
Express router that classified inputs and generated appro-
priate responses. The system used Anthropic’s Haiku for
fast classification and Sonnet for deeper feedback. When stu-
dents submitted identifications of SOAPSTONE elements, the
backend evaluated their answers with a three-step process:
1) classified the input into on- or off-topic; 2) determined
correctness (Yes/Almost/Not yet); and 3) provided tailored
feedback. The system included rich few-shot examples for
each element to guide responses. In full analysis mode, it
evaluated students’ rhetorical analysis essays against a rubric
framework. The backend maintained conversation history
to provide context-aware responses and included redirect
strategies for off-topic inquiries. All of this was passed to a
React frontend which updated visuals and communicated
the AI tutor’s feedback.

To use this framework for an experiment, we compared two inter-
faces: A role-explicit interface (Treatment) and a traditional LLM
chat interface (Control). The Treatment condition provided explicit
indicators of the level of thinking support being provided by the lan-
guage model, with options Tell me the answer (for direct assistance)
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Figure 1: The task-specific Al tutor interface and experiment. On the left is a full screenshot from the Treatment interface; in

the top-right is the Control interface.

and Ask me a question (for Socratic-style questioning to elicit stu-
dent thinking). The less structured (Control) LLM interface allowed
students to interact with the LLM with a traditional, open-ended
chat box without explicit guidance on the level of support.

Both interfaces had the same underlying prompts and software
infrastructure, and the interface allowed the selection and highlight-
ing of text elements to support rhetorical analysis. One class section
from each teacher was randomly assigned to the treatment condi-
tion, while the other section was assigned to the control condition.
This balanced design helped to mitigate potential teacher effects,
and using the same underlying prompts minimized differences in
educational assistance between conditions.

3.2 Study Design

Out of 71 high school students ages 15-18 enrolled in four classes
taught by two teachers, we obtained full consent (including par-
ents) from 33. Of those students, 18 used he/him pronouns, and
14 used she/her pronouns; 31 self-identified as at or above grade-
level expectations in reading and writing in English. When asked
about their use of Al chatbots, 28 used them at least once per week,
with 4 of those reporting daily use. Students completed pre- and
post-surveys measuring self-regulation [21] and perceptions of Al
assistance [3]. Students’ interactions with the LLM, including the
frequency and nature of their queries were logged, and teachers
were interviewed for their reflections.

4 Preliminary Findings
Our analysis revealed several interesting, though limited, patterns
that suggest directions for future research.

4.1 Self-Regulation Indicators

Analysis of pre- and post-survey responses (Table S1, Appendix)
revealed no convincing difference between conditions on 10 of the
11 questions given to students.For the self-monitoring statement
"While doing a task, I ask myself how well I am doing" (Q7), the
control group showed significant improvement (p < 0.05), while the
treatment group was unchanged.

4.2 Perceptions of the Al Tutor

Examining students’ perceptions of the Al tutor revealed minor
differences between conditions and some variation with the amount
of student use, as not all students used the tutor equally. (Figure 2).

In the control group, there were significant negative correlations
between the number of LLM interactions and ratings of the Al
tutor’s competence (r = -0.31, p < 0.05) and intelligence (r = -0.28, p
< 0.05). This pattern did not appear among users of the structured,
role-explicit (treatment) interface, where perceptions remained
stable with regards to number of LLM interactions.

However, students did perceive the control interface tutor as
more kind than the tutor in the treatment interface (Table 1), even
though the underlying tutor had the same functionality, model, and
prompts.

4.3 Teacher Perceptions

In structured interviews, the participating teachers (T1, T2) shared
their observations and reflections on how students used the Al tutor.
Both teachers noticed that students in the control group (traditional,
open-ended interface) were quicker to get started. Students using
the treatment interface asked questions like "How do I interact with
these buttons?" (T2), suggesting a better tutorial process could have
reduced starting friction.

Once students got going though, T1 observed that many students
were "in the zone" and found it "really helpful being able to get
such instant feedback". T2 emphasized the value of feedback as
well, noting that their students "love feedback", wanting "constant
feedback" and "more feedback". T1 highlighted that the quick, spe-
cific, and personal feedback made it "more obvious that [writing]
was an iterative process of fixing, tweaking, trying again." This
experience is different from the traditional interaction with teacher
feedback, which usually comes at a time when students are not
actively rewriting their work.

5 Discussion

Our exploratory study provides initial insights into how interface
design might influence students’ interactions with Al tutors, though
our findings are limited in scope and statistical significance.
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Figure 2: In the control group, increased LLM interactions correlated with lower ratings of the AI tutor’s competence

Metric Control ~ Treatment Difference p-value
Mean (SD) Mean (SD)
easy to use 4.06 (0.97)  4.00 (0.89) -0.06 0.857
like 4.06 (0.66)  3.81 (0.75) 025 0323
competent 4.06 (0.66)  3.94 (0.93) 012 0.667
friendly 459 (0.51)  4.06 (1.00) 053 0.063
knowledgeable 4.00 (0.71) 4.25(0.77)  +0.25  0.340
intelligent 4.06 (0.66)  4.00 (0.97) 2006 0839
kind 4.65(0.49)  3.88 (1.02) -0.77 0.009
sensible 3.94(0.75) 4.06(0.85)  +0.12  0.667
nice 4.41(0.62)  4.00 (0.89) 041 0.132

Table 1: Comparison of AI Perception Ratings Between
Groups

The different patterns observed between groups— the treatment
group’s slight positive trend in persistence and the control group’s
improvement in self-monitoring—suggest that interface design may
influence different aspects of learners’ interactions with AI tutors.
While these findings align with previous work on writer auton-
omy [5], the limited statistical significance (p < 0.05 only for self-
monitoring in the control group) indicates a need for further inves-
tigation rather than definitive conclusions.

The significant difference in perceived "kindness" between in-
terfaces, despite identical underlying LLM prompts regarding tone
and response format, reveals an important trade-off that mirrors
classroom experience: helping students stay 'on task’ may conflict
with helping them feel comfortable.

Towards shaping student self-regulation, our findings suggest
that while interfaces can make Al capabilities transparent, support-
ing students in making informed choices about Al use remains
challenging. This includes balancing opportunities for productive
struggle with appropriate Al assistance.

Interface design for educational Al tools should consider how
to clearly signal intervention levels without being rigid, support
metacognitive decision-making without forcing it, and preserve
student voice throughout the process. These goals provide some fo-
cus towards our research question about how structured interfaces
can influence learners’ interactions with intelligent tutors.

When asked about the future of Al-assisted tools in the class-
room, teachers brought attention to the relational side of teaching,

noting that totally outsourcing the feedback process could make it
harder for them to "know [students] as people and learners" (T2)
and that "Sometimes kids don’t get things unless you’re sitting next
to them pointing to something” (T1). T2 noted that the use of auto-
mated feedback also raises equity concerns among a department
of teachers, requiring norm-setting around the use of such tools.
Looking forward, T2 hoped that teachers could help shape and
prioritize what feedback to give students who might have many
areas for improvement to avoid overwhelming them.

5.1 Limitations

Our exploratory work has several important limitations. With a
small sample size and limited statistical significance in most mea-
sures, our findings should be viewed as preliminary rather than
conclusive. We lacked first-hand interviews with students that could
lend credibility to our interpretations of their behavior. Additionally,
the study’s short duration makes it difficult to assess meaningful
changes in metacognitive development or agency, which typically
emerge over longer periods.

The control group’s improved self-monitoring could be particular
to this population or task, suggesting that the effects of interface
design may vary across different contexts. These limitations point
to the need for more robust research designs that can better capture
the complex relationship between interface design and student
agency.

6 Future Directions

Future research should develop more sophisticated frameworks
for understanding role clarity in educational Al, including better
mapping of assistance levels to learning objectives. Longer-term
studies with larger, more diverse student populations could help
validate and refine our preliminary findings across different sub-
ject domains and types of learning tasks. Most importantly, future
work should develop more robust measures of actual student behav-
ior, learning outcomes, and metacognitive development to better
answer our central question: how structured interfaces influence
learners’ interactions with intelligent tutors in ways that support
rather than diminish human agency and capability.
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Question Group Pre (SD)  Post(SD) Change p-value
Q1: I can solve most problems if I invest the necessary effort. Control ~ 3.47 (0.51) 3.18(0.53)  -0.29 0.096
Q1: I can solve most problems if I invest the necessary effort. Treatment 3.62 (0.50) 3.44 (0.51)  -0.19 0.270
Q2: I check how well I am doing when I solve a task Control  3.24 (0.66) 3.35(0.70) 0.12 0.496
Q2: I check how well I am doing when I solve a task Treatment 3.25(0.68) 3.12(0.50)  -0.12 0.432
Q3: I work as hard as possible on all tasks. Control ~ 3.00 (0.71) 3.06 (0.24) 0.06 0.718
Q3: I work as hard as possible on all tasks. Treatment 3.25(0.77) 3.06 (0.68) -0.19 0.270
Q4: I put forth my best effort when performing tasks. Control  3.18 (0.64) 3.00(0.35)  -0.18 0.269
Q4: I put forth my best effort when performing tasks. Treatment 3.38 (0.62) 3.25(0.58)  -0.12 0.164
Q5: T always manage to solve difficult problems if I try hard enough. Control  3.06 (0.66) 2.94(0.75)  -0.12 0.431
Q5: I always manage to solve difficult problems if I try hard enough. Treatment 3.31(0.70) 3.38 (0.72) 0.06 0.751
Q6: I don’t give up even if the task is hard. Control  3.00 (0.61) 2.71(0.69)  -0.29 0.096
Q6: I don’t give up even if the task is hard. Treatment 3.25 (0.58) 3.50 (0.52) 0.25 0.164
Q7: While doing a task, I ask myself, how well I am doing. Control ~ 2.47 (1.01) 3.18 (0.81) 0.71 0.009
Q7: While doing a task, I ask myself, how well I am doing. Treatment 3.00 (0.73) 3.12(0.62) 0.12 0.580
Q8: I work hard to do well even if I don’t like a task. Control  2.94(0.83) 2.94 (0.66) 0.00 1.000
Q8: I work hard to do well even if I don’t like a task. Treatment 2.88 (0.72) 2.88 (0.81) 0.00 1.000
Q9: I work hard on a task even if it is not important. Control ~ 2.18 (0.81) 2.47 (0.87) 0.29 0.172
Q9: I work hard on a task even if it is not important. Treatment 2.50 (0.82) 2.50 (0.73) 0.00 1.000
Q10: It is easy for me to concentrate on my goals and to accomplish them.  Control =~ 2.82 (0.53) 3.12(0.33) 0.29 0.096
Q10: It is easy for me to concentrate on my goals and to accomplish them. Treatment 3.31(0.70) 3.38 (0.62) 0.06 0.806
Q11: If I persist on a task, I'll eventually succeed. Control  3.41(0.62) 3.41(0.62) 0.00 1.000
Q11: If I persist on a task, I'll eventually succeed. Treatment 3.62 (0.50) 3.50(0.52)  -0.12 0.333

Table S1: Pre/Post Survey Results for All Questions
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